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Abstract: In this paper an Expert Aid for System Dynamics
Modelling (EASDM! 1is introduced, a user friendly, interactive
software tool which helps users unfamiliar with System Dynamics
and compulers, to construct their models from the formulation to
the simulation. The most important feature that distinguishes
this aid from its closest predecessor (ASDM) is the incorporation
of an expert system capable of carrying out the conversion from
the causal diagram to the Forrester schemalics in a semiautomatic
way. This is possible because, within the context of the causal
diagram, there is an implicit set of "rules" which allows the
tlassification of gquantities. EASDM has heen programmed in PROLOG
and Pascal for personal computers with the MS-DOS operating
system.

1. INTRODUCTION

The computer is a basic tool for System Dynamics. With its
help, it is possible to simulate a model at low cost and in very
short periods of time. Through simulation, we can compare the
behaviour of the model with the behaviour observed in the actual
system. So, we can determine its validity limits, i.e., a margin
of conditions in which the model represents the system suitably.

But simulation is only one of the steps in the process of
building models, and therefore some authors have envisaged the
usefulness of extending the employment of computers to all this
steps:

1. Specification of concerned quantities and couplings to
establish the system boundaries and the causal diagram.
2. Quantities «classification to construct the Forrester
schematics. . :
3. Writing of model equations.
4, Simulation.
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2. PRECEDENTS

In two papers, J.R. Burns (1977, 1979) described a
theoretical framework consisting of a set of definitions, axioms
and theorems from which he developed an algorithm for converting
signed digraphs to Forrester schematics.

Based on these works, J.M. Ramos (1982, 1983) programmed the
algorithm and noted some weeknesses when he began to work with
some hig models. After that, he introduced some maodifications
that gave an important increase of power 1to the process of
classification.

Finaly, Rames considered that it could be useful to
computerize the whole modelling process. The result of his work
was SIMDISCO, an integrated computer aided system for system
dynamics modelling. It was programmed in APL for IBM 370 series
computetrs.

The nest stage was 1o develop & similar tool for personal
computers. This was the aim of ASDM (Gonzdlez, 1983).

2. ASDM: AN AID FOR SYSTEM DYNAMICS MODELLING

ASDM is the closest ancestor of the work we are presenting
how. It was constituted by five modules:

3.1. Definition module.

FoARLEE AN LR

Its  objective is to let the wuser intoduce the
quantities of interest for the model, as well as observed
couplings belween tlhem.

3.2. Classification module.

Its aim is construction of Forrester schematics. Taking
as -starting point the existing algorithms, the one
implemented here presents a fundamental improvement: it
incorporates the necessary mechanisms to capture assignments
lacking firmness during the classification process.

The algorithms presented by Burns and Ramos needed to
start from a correct causal diagram. This restriction is
very important, especially when tlhe final objective is to
make the construction of models easier for people unfamiliar
with Forrester methodology. Mareover, many maodels elaborated
by authors of whom a lack of experience couldn't be assumed
(like WORLD-2), don't fit the wioms given by Burns in his
works, yielding an incorrect - classification of some
quantities.

The new algorithm is able to detect and show errors in
the structure of the causal diagram, also giving advice to
the user if it can't finish the whole process py itself.
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3.3. Eguations writing module.

. The user introduces model equations in the normal

~algebraic notation. This equations are interactively parsed

by the system, that gives detailed notice of errors
commited.

This module has two olher remarkable characteristics:
the possibility of declaring non-linear couplings between
quantities in the form of tables and its ability to write
state equations of the model automatically.

3.4. Processing module.

Its work «consists in the elaboration of a simulation
Pascal program for a model previously defined.

3.5. Simulation module.

This module allows to get results in numeric or graphic
form. The integration method employed is Euler's method with
& fixed interval of integration.

4. AN EXPERT SYSTEM FOR THE CLASSIFICATION OF QUANTITIES

As we have seen, tthe process of converting signed digraphs
(or causal diagrams) to Forrester schematics could be
operationalized because, within the context of the causal
diagram, there is an implicit set of "rules" which makes possible
the classification of quantities. Algorithms used in this process
have been evenltually enhanced to include new rules to the extent
of dete-iing errors in the structure of the model. This
successive improvements pointed out the lacking of an optimum and
universal order for rule application. According to the model,
some parlticular order will be more efficient than others.

The existence of such a set of rules, without an optimum
order for its application, led us to carry out the process of
tlassificalion with an expert system.

The knowledge representation technique used here is logic
programming. We have employed PROLOG to program this module of
EASDM. . :

4.1. Terminology

In order to represent the couplings of ‘every quantity in the
model, we will employ one predicate ("coupling”) with three
arguments. The causal diagram or signed digraph by which a model
is To be represented will consist of a list of facts (headed Horn
clauses) for that predicate, one fact for each quantity.
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Just as they were defined by Burns, the terms affeclor and
effector are used to characterize the direction of couplings and
adjacency between gquantities. The couplings inward-directed to a
quantity g. are called affector couplings of g« and the couplings
directed outwards from qs are called effector couplings of gu.

In the same way, the gquantities associated with affector or
effector couplings of qs are said to be affector and effector
gquantities of g, respectively.

Note that we are unaware of the coupling signs, something
irrelevant for the process of interest.

This are the three arguments of the predicate '"coupling":
1. The name of the quantitly (g.).

2. One list for effector couplings of 34, whose two
elements ares
~ One list with the names of effeclor
gquantities of gu.
~ The type of these couplings.

3. One list for affector couplings of gQi, whose two
elemenls arel

) - One list with the names of affector
quanitities of ga.

— The type of these couplings.

4,2. Consistency supposition and types of couplings

The consistency supposition establishes that all couplings
directed towards a particular quantity must be of the same 1lype,
information or flow. The same thing must happen with couplings
directed away from one specific quantily.

In clauses for "coupling® this is shown by de fact that we
have associated a single type for each 1list of affeclor or
effector gquantities. When one of these lisls was the empty 1list
(C1), we will say that its type is the emply lype. EBefore the
begining of the classification we say that the type of all
couplings is the '"cun" type (unclassified couplingl.

For example, the set of facts vrepresenting the causal
diagram of figure 1 is:

coupling ¢ q1, CCqg33, cunl, LC3, cund).
coupling ( g2, £Cq43, cund, CEJ, cund).
coupling ¢ 93, [Lqg41, curd, CCqt1d, cund).
coupling ( g4, CCqS3, cunl, [CLaZ2, q3, 953, cunl).
coupling ¢ q5%, L[Cgq4, 1gél, cunl, CC34], cunl).

(

coupling gqé, CCI, cunl, CCg33, cunl).
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Fig. 1. Typical signed digraph.

4.3. Types of quantities

The information about the type of each quantity is stored in
form of clauses too. There are eleven predicates:

- One for each type of guantity (input, output, auxiliary,
rate, and level).

- One for each different lype of error that can be detected
during the " classification (isolated, error_aux,
error_rate, error_level, and error_level_rate).

— The last one, "qun" (unclassified quantities), to which
every quantity belongs before classification.

All these predicates have a single argument, consisting of a
list of guantities that belong to that type.

For the example of figure 1, the set of clauses for the
types of quantities, before the classification, is:

qun (Cg1, 92, 33, 94, 95, g61).
input (C2). :
output (CI).

auxiliary (L),

rate (L),

level (C1).

isolated (C21).
error_aux ([L1).
errar_level (LC1).
error_rate (LJ).
error_level _rate (C1).

4.4. Minor submodels

A minor submodel  is a feedback loop consisting of two
quantities, one of which is a rate and another one,that is a
level. : :
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Here, it is supposed that minor submodels have been
previously idenlified. A new predicate has been defined,
"min_submodels", thal has as its only argument a list with the
name of eVery gquantity included in minor submodels. Thus, in our
example there would be a clause like this:

min_submodels (Lg4, g51).

PROCEDURAL KNOWLEDGE

Until this moment, we have only presented the declarative
knowledge of the problem:s how to represent the particular facts
known about a model. It remains now to explain how to implement
the procedural knowledge, that allows to obtain conclusions from
facts, and the control knowledge, that is how the procedural
knowledge is applied to obtain those conclusions.

There are two works closely related in the classification
process. The final objective is the classification of gquantities,
but we cannot achieve il without having their associated
couplings classified. The basic mechanism tlhat allows the
chaining of this two works is tlhe systematic application of the
consistency supposition. This is the core of the system inference
engine.

. The set of clauses that makes reference to the quantities
classification (the program for the predicate “class_q'") is as
follows:

class_nq(@) &~ couplingC @, CC3, emptyld, CLI, emptyld),
move( @, gun, isolated),
1

class_q(Q) :— coupling( @, CX, infl, LY, infd),
fulfil( @, min_submodels),

move({ G, qun, error_aux),
]

class_q(@) #— coupling( Q, CX, infl, LY, infd),

move( Q, qgun, auxiliary),
)

class_ig(Q) :— coupling( @, [CX, infl, LY, flowl),

move( Q, gun, level),
1

class_q(Q) :— coupling( Q, rcl, emptyld, LY, flowd),
move( Q, nqun, error_level),
i

class_nq(Q) i— coupling( G, CSetEffQ, flowl, LY, infl),
length( SetEFffQ@, LI,
L 2,
move( @, nqun, error_ratle),
i

class_n(Q) i~ coupling( G, CX, flowl, LY, infl),

move( Q, gqun, rate),
}
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class_g(Q) i~ coupling( Q, CX, flowd, CLI, empiyl),
move( Q, qun, error_rate),
I

class_qg(@) :- coupling( @, [X, infl, CC3, emptyl),

move( @, gun, input),
1

"

coupling( @, CCJ, emptyld, LY, infl),

move( @, gun, output),
t

ctlass _q(Q@) :- coupling( @, CX, flowl, LY, flowl),

move( Q, qgun, error_level_rate),
i

tlass_n(Q) -

Some auxiliary predicates have been defined: "move"” is used
to move a wquantity from a guantity type clause to another one,
"length" to calculate the length of a list, and "“fulfil" to check
if a particular guantity belongs to & list that is the only
argument of a particular predicate.

The set of clauses about couplings classification (the
program for ‘'class_c') is as set out below. The predicates
"class_aff" and “class_eff", in adition to tlassify the lists of
affector and effector couplings, call the program of "class_ng" to
try the classification of the quantity whose couplings list has
just been classified, and implement the consistency supposition.

class_c(Q) - coupling( @, X, LCCI, cunl),
class_aff( Q, empty),

class_c(Q) - coupling( @, CX, cunl, CC1, emplyl),
class_eff( Q, inf),
i

class_c(@) i~ coupling¢ Q, CCJ, cunl, X),
class_eff( Q, emply),
1

tlass_c(Q) i- coupling( @, CCI, emptyld, CX, cunl),
class_aff( Q, inf),
i

ctlass_c(Q) i- coupling( @, [SetEffQ, cunld, LX, infl),
length( SetEffQ, L),
L » 2,
class_eff( Q, inf),

class_c(Q) 2~ coupling( @, CX, cund, CY, infl),
fulfil( Q, min_submodels), .
class_eff( Q, flow),
1
class_c(Q) - coupling( @, CX, infd, LY, cunl),
’ fulfil( Q, min_submodels),
class_aff( Q, flow),
1]
'coupling( @, LCX, flowl, LY, cunl),

class_aff( @, inf),
1 B

class_c(@)
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class_c(Q) :- coupling( Q, CX, cunld, LY, flowl),
class_eff( @, inf),
1

We will not describe programs for the inference engine,
conceptually less interesting, longer and more complex.

CONCLUSIONS

in this paper EASDM, an Expertl Aid for System Dynamics
Modelling, is introduced. Its most important fealures are:s

1. It is a computer based interactive aid which include
gvery intermediate steps of the modelling process, from
quantities specification 1o simulation.

2. The quantities classification is carried out with an
expert system. These are some advantages of the system?

-~ It is capable of explaining how a conclusion has
been made or why & particular question is stated.

~ It allows to incorporale new knowledge to the
expert system in a simple manner.

~ It is of assistance to the users showing errors
in the structure of the causal diagram and giving
advice if the system can't finish the process by
itself.

2. In relation with design, it has been programmed in PROLOG
and Pascal for personal computers with the MS~DOS
operating system.
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